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Abstract

Two pseudorandom binary sequence generators, based on logistic chaotic maps intended for stream cipher applica-
tions, are proposed. The first is based on a single one-dimensional logistic map which exhibits random, noise-like prop-
erties at given certain parameter values, and the second is based on a combination of two logistic maps. The encryption
step proposed in both algorithms consists of a simple bitwise XOR operation of the plaintext binary sequence with the
keystream binary sequence to produce the ciphertext binary sequence. A threshold function is applied to convert the
floating-point iterates into binary form. Experimental results show that the produced sequences possess high linear
complexity and very good statistical properties. The systems are put forward for security evaluation by the crypto-
graphic committees.
� 2007 Elsevier Ltd. All rights reserved.
1. Introduction

Cryptography addresses a wide range of problems such as confidentiality, data integrity, entity authentication, and
data origin authentications. One of the field’s central goals remains the classical one of maintaining privacy of commu-
nications across a public channel. The techniques of secure communication by which one can exchange private messages
secretively over public channels are of great interest in many areas, including systems for electronic commerce, data-
base, secure electronic mail, internet banking, etc. [1]. A cryptosystem is an algorithm that transforms an original mes-
sage, referred to as plaintext, into a scrambled (non-readable) message, referred to as ciphertext and recovers the
message back in its original form. The transformation process from the plaintext to the ciphertext is controlled by a
key, and is known as the encryption process, while the transformation process from the ciphertext to the plaintext is
also controlled by a key, and is known as the decryption process.

Based on the structure of the algorithm, cryptosystem can be classified into two categories, block ciphers and stream
ciphers. Block ciphers tend to simultaneously encrypt groups of characters, whereas stream ciphers operate on individ-
ual characters of a plaintext message one at a time. In another classification, which is based on the method of distri-
bution of secret key, one classifies cryptosystem into two classes, the symmetric (private) key and the asymmetric
(public) key cryptosystems. In a symmetric key cryptosystem, the key used in the decryption process is the same as
(or can be easily obtained from) the key used in the encryption process. Thus, knowledge of the enciphering key is
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equivalent to knowledge of the deciphering key. In an asymmetric cryptosystem, the sender and receiver hold different
(but related) keys. In such a system, the receiver’s key and the decryption algorithm determine the reverse of the trans-
formation. For public-key algorithm, the key used in the decryption process is computationally infeasible to compute
from the one used for encryption. Thus, public-key algorithms permit the encryption key to be public (it can even be
published in a newspaper), allowing anyone to encrypt with the key, whereas only the proper recipient (who knows the
decryption key) can decrypt the message. The encryption key is also called the public key and the decryption key is
called the private key or the secret key.

A common way to build a stream cipher is to use a pseudorandom sequence (or keystream) generator and mask the
plaintext using the output of the keystream generator to produce the ciphertext. A binary additive stream cipher is a
synchronous stream cipher in which the keystream, the plaintext and the ciphertext are binary sequences. The plaintext
sequence m1;m2; . . . is masked using bit-wise addition modulo 2 (XOR) with the output sequence of the keystream gen-
erator, whose initial state constitutes the secret key k, z1; z2; . . . to produce the ciphertext sequence c1; c2; . . .. Each secret
key k as input to the keystream generator corresponds to an output sequence. Since the secret key k is shared between
the transmitter and the receiver, the receiver can decrypt by XORing the output sequence of the keystream generator
with the ciphertext sequence, obtaining the plaintext sequence. An efficient stream cipher generator is a generator whose
output sequences are in some sense indistinguishable from truly random sequences. A suitable stream cipher generator
should be resistant against a known-plaintext attack. In a known-plaintext attack the cryptanalyst has access to a
ciphertext and the corresponding plaintext (i.e., part of the keystream sequence), and the challenge is to determine
the key k. Apart from the security issues, when implemented in software, we would like our cipher to be very fast
and deterministic on different platforms. A number of stream ciphers have been proposed in the literature [1]. Most
of them have been bit-oriented stream ciphers based on linear feedback shift registers (LFSRs) [2].

The main difficulty with symmetric key cryptosystems lies in the security of the secret key k that is to be exchanged
between the sender and the receiver. However, one can overcome this problem by using a secure channel, or an asym-
metric cryptosystem such as RSA [1] to exchange the secret key k.

Most of the existing cryptosystems that have appeared in the literature [1], except few, utilize number theory, com-
binatorics, algebra, etc. as mathematical tools for constructing the cryptosystems algorithms.

The possibility of using chaotic signals to carry information was first proposed in 1993 by Hayes et al. [3] and, since
then, chaotic communications have been given much attention and become an important topic in both nonlinear science
and engineering. The high sensitivity of chaotic systems to their initial conditions and parameters together with the
uncorrelation, random-like and unpredictability, yet deterministic and easily reproducible, of the chaotic signals can
be very helpful in improving the security of transmission in communications. Chaotic communication systems are based
either on discrete or continuous systems. In recent years, a growing number of cryptosystems based on continuous sys-
tems utilize the idea of synchronization of chaos [4–8]. However, recent studies show that the performance of these sys-
tems is very poor and insecure [9–11]. The insecurity results mainly from the insensitivity of synchronization to system
parameters [12]. Recently, discrete chaotic communication systems have been given much more attention [13–30]. Most
of these discrete chaotic cryptosystem algorithms use one or more chaotic maps as pseudorandom number generators to
generate a binary keystream that is used for encryption of a plaintext message to produce a ciphertext. The secret key of
such systems constitutes the initial values and/or the system parameters.

In this paper, two binary sequence generators are proposed. One is based on a single one-dimensional logistic map
and the other is based on two logistic maps. Both systems are explored to generate pseudorandom binary keystreams
for stream cipher applications. The encryption step proposed in both algorithms consists of just a simple bitwise XOR
operation of the plaintext binary sequence with the keystream binary sequence to produce the ciphertext binary
sequence.

This paper is structured as follows. In Section 2, the properties of the logistic map are discussed. In Section 3, a com-
plete description of the binary sequence generators is presented. The statistical properties of these sequences are dis-
cussed in Section 4. Section 5 consists of some experimental results. Some concluding remarks are presented in
Section 6.
2. The logistic map

One of the simplest and most studied nonlinear system is the logistic map. It was originally introduced as a demo-
graphic model by Pierre Franois Verhulst in 1838. In 1947, Ulam and von Neumann [31] studied the logistic map as
pseudorandom number generator. The logistic map is given by:
xnþ1 ¼ kxnð1� xnÞ ð1Þ
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where xn 2 ð0; 1Þ and k are the system variable and parameter, respectively, and n is the number of iterations. Thus,
given an initial value x0 and a parameter k; the series fxng1n¼0 is computed. In this paper, we refer to x0 and k as the
initial state of the logistic map.

Fig. 1 shows the bifurcation diagram of this map. This is a plot of the logistic map as a function of k. For 0 6 k 6 1;
the trivial solution is the only fixed point. For 1 < k 6 3; we have a non-trivial fixed point. For 3 < k 6 3:57, the map
exhibits the phenomenon of periodic doubling. For 3:57 < k 6 4, the map becomes chaotic. Finally, for k ¼ 4, we
observe that chaos values are generated in the complete range of 0–1. Fig. 2 is a blow up of Fig. 1 for the values of
k between 3.5 and 4.

In this paper, the logistic map that we are interested in for the generation of binary keystreams for cryptographic
applications is of the form
xnþ1 ¼ kxnð1� xnÞ; for xn 2 ð0; 1Þ; and k 2 ð3:99996; 4�:
The choice of k in the equation above guarantees the existence of a chaotic orbit that can be shadowed by only one map
as stated in [32]. Furthermore, the above map is supposed to have good qualities as a pseudorandom number generator
when k ffi 4 (see [23,33,34]).
Fig. 1. The bifurcation diagram for the logistic map.

Fig. 2. A blow up of Fig. 1 for the values of 3:5 6 k 6 4.



Fig. 3. The attractor of the logistic map.
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The iterative values fxng1n¼0, for the values of k in the above equation, exhibit sensitive dependence on initial state,
and long-term unpredictability. Although these values are limited between bounds, they are pseudorandom and do not
converge after any value of iterations. However, these values are highly deterministic as it can be noted from their struc-
ture in Fig. 3. This makes the system insecure for cryptographic applications. The most fascinating aspect of the logistic
map is its very sensitive dependence upon its initial state. For example, if the initial state is subjected to a disturbance as
small as 10�30; iterative values generated after some number of iterations are completely different from each other. As
mentioned earlier, this high sensitivity to initial state makes logistic maps and other chaotic maps very important com-
ponents for cryptographic applications.
3. Proposed pseudorandom bits generators

Generating a pseudorandom binary sequence from the orbit of the logistic map
xnþ1 ¼ kxnð1� xnÞ; for xn 2 ð0; 1Þ; and k 2 ð3:99996; 4�; ð2Þ
essentially requires mapping the state of the system to f0; 1g: A simple way for turning a real number xi to a discrete bit
symbol zi is simply by using a threshold function [33]:
zi ¼ F ðxiÞ ¼
0; if xi < c;

1; otherwise:

�
ð3Þ
Here, c is an appropriately chosen threshold value for xi: For balanced binary sequence fzig1i¼0, c should be chosen such
that the likelihood of xi < c is equal to that of xi P c:

In [35] it is shown that, for k ¼ 4, the logistic map is ergodic, which implies that 8 i and almost 8x0:

1. zi and ziþ1 behave as if statistically independent,
2. zi is equally likely to be 0 or 1.

Since the two symbols 0 and 1 are equally likely to occur for almost all x0; it is also true that, for any positive integer
m, all m-bit strings occur with equal probability. This is the main reason behind our choice for the parameter
k 2 ð3:99996; 4�:

For the logistic map (2), 0:5 is approximately the middle of the minimum and maximum of the xi values, thus,
c ¼ 0:5 will be a perfect choice [36].
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3.1. Proposed pseudorandom bits generator LOGMAP1

The first binary sequence generator proposed in this paper is based on a logistic map (2), and referred to as
LOGMAP1. The secret key, k, consists of the initial value x0 and the system parameter k. The algorithm mixes the binary
sequence fzig1i¼0; generated from (3) by the logistic map (2), using XOR operation with another binary sequence fwig1i¼0

generated from the same logistic map as follows:
First, we define a function G : ð0; 1Þ ! ð0; 1Þ such that GðxiÞ ¼

Pi
h¼0xhðmod1Þ.

Then, we turn the real number GðxiÞ to a discrete bit symbol wi as before using the threshold function:
wi ¼ F ðGðxiÞÞ ¼
0; if GðxiÞ < 0:5;

1; otherwise:

�
ð4Þ
Finally, the binary sequence faig1i¼0 of the algorithm is obtained by mixing the two sequences fzig1i¼0 and fwig1i¼0 using
XOR operation. That is,
ai ¼ zi � wi: ð5Þ
For the chosen threshold value c ¼ 0:5, the generated sequences pass most of the basic tests for randomness of well-
known suites such as Beker and Piper’s suite [37] and the FIPS 140-1 suite [38].

Briefly, the algorithm can be expressed as follows:

Set i ¼ 0:
1. xiþ1 ¼ kxið1� xiÞ.
2. xi ¼ xiþ1.
3. yi ¼

Pi
h¼0xh ðmod 1Þ.

4. ai ¼ F ðxiÞ � F ðyiÞ.

3.2. Proposed pseudorandom bits generator LOGMAPS2

A second new algorithm adopting two logistic maps is proposed for the generation of pseudorandom binary
sequences. This algorithm consists of two logistic maps:
xnþ1 ¼ kxnð1� xnÞ;
x0nþ1 ¼ k0x0nð1� x0nÞ;

ð6Þ
for xn; x0n 2 ð0; 1Þ; and k; k0 2 ð3:99996; 4�.
Define a function SUM that is a mapping from ð0; 2Þ ! ð0; 1Þ to be:
SUMi ¼ ðxi þ x0iÞmod1; ð7Þ
whose attractor is shown in Fig. 4.
The second binary sequence generator proposed in this paper is based on two logistic maps (6), and referred to as

LOGMAP2. The secret key, k, consists of the initial values x0; x00 and the system parameters k; k0. The algorithm mixes the
output of two logistic maps (7) to produce a third real number in ð0; 1Þ.

For the generation of binary sequences we require a mapping of the state of the system to f0; 1g: To do so we apply
the above map (3), with c ¼ 0:5, for turning the real numbers SUMi to discrete bit symbols bi. That is,
bi ¼ F ðSUMiÞ ¼
0; if SUMi < 0:5;

1; otherwise:

�
ð8Þ
Let fbig
1
i¼0 denote the output sequence of LOGMAP2.

For the chosen threshold value c ¼ 0:5, the generated sequences pass most of the basic tests for randomness of well-
known suites such as Beker and Piper’s suite [37] and the FIPS 140-1 suite [38].

Briefly, the algorithm can be expressed as follows:

Set i ¼ 0:
1. xiþ1 ¼ kxið1� xiÞ:
2. xi ¼ xiþ1:
3. x0i ¼ k0x0ið1� x0iÞ:
4. x0i ¼ x0iþ1:



Fig. 4. The combination of two logistic maps represented by the function SUM defined in Eq. (7) destroys the structure of the chaotic
attractor observed in Fig. 3.
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5. SUMi ¼ ðxi þ x0iÞ mod 1.
6. bi ¼ F ðSUMiÞ.

The mixing of two or more sequences is not new in cryptography. For example, Maclaren et al. [39] showed that the
combination of two congruential generators would produce a more complex pseudorandom sequence than an individ-
ual one. Many other combiners based on linear feedback shift registers (LFSRs) such as the shrinking generator, the
self-shrinking generator, the alternating step generator, etc. have also been used as alternate sources for the generations
of pseudorandom binary sequences [1]. The mixing causes the systems to jump from one unstable trajectory to another
one. Both systems remain deterministic as long as the logistic maps are defined.

In the next section, we experimentally demonstrate that sequences produced by the two proposed generators pass all
randomness tests of Beker and Piper’s [37], and FIPS 140-1 [38] which make them appear as random to a cryptanalyst.
Thus, the mixing strengthen the binary sequences faig1i¼0 and fbig

1
i¼0 against various attacks.

Remark 1. It should be noted that the logistic map (2) is non-periodic in nature, but because of finite precision of digital
computers the orbits actually turn out to be periodic [40]. In fact, the logistic map enters a periodic loop after 107 or
more iterations [41].
3.3. Key initialization

In this subsection we discuss some important factors that should be considered before selecting a key for the desired
generator LOGMAP1 or LOGMAP2. Recall that the key of LOGMAP1 consists only of x0 and k, whereas the key of
LOGMAP2 consists of x0; x00; k and k0.

3.3.1. Initial values and system parameters

The initial values x0 and x00 should be chosen randomly from the interval ð0; 1Þ. For good statistical distribution
properties in the generated sequences, the system parameters k and k0 have to be chosen from the interval ð3:99996; 4�.
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3.3.2. Number of decimal places and keyspace

The number of decimal places to be supported depends purely on the desired security of the system. Suppose that
both sender and receiver have calculating machines supporting upon 30 decimal points. In [42] it is shown that a dif-
ference of the order of 10�30 in the initial value leads to different xnþ1 values after only 99 iterations. Thus, for this sen-
sitivity order we can have 1030 possible initial values between 0 and 1. Therefore, increasing the number of decimal
places to be supported results in increasing the keyspace of the desired system and thus increasing its security.

3.3.3. Number of iterations before the encryption/decryption process

For security reasons, and in order to increase the keyspace of the desired algorithm, making use of the high sensi-
tivity of the logistic map (2) upon its initial value and parameter, we iterate that algorithm 200 times without consid-
ering its output bits. Thereafter, the encryption process starts by XORing bitwise the plaintext bits with the keystream
bits produced by the desired generator to produce the ciphertext bits. The decryption process is completely the same as
the encryption process. That is, after the first 200 iterations we start the process by XORing the keystream bits with the
ciphertext bits to reproduce the plaintext bits.

Remark 2. The high sensitivity upon initial values and parameters causes the generator to produce two different
sequences (after some iterations) for the same initial values and parameters if generated on two generating machines
which round off fractions after different decimal places.

In the next section, we consider some statistical properties of the generated sequences. The logistic map is shown in
[43] to generate sequences with forbidden strings for some values of k, such as k ¼ 3:9; 3:91; 3:93; 3:95; 3:96; 3:97; 3:99.
For example, for k ¼ 3:99 the string ‘‘0000’’ never appears in the generated sequences. The proposed generator is shown
to overcome this weakness and produce sequences with better statistical properties than the one of the logistic map with
these values of k.

4. Statistical properties

Due to the difficulty of proving the unpredictability in a theoretical way, sequences generated by the proposed gen-
erators are subjected to statistical tests. The statistical tests alone cannot verify the unpredictability of the produced
sequences which are demanded in cryptographic applications. The predictability of the sequences here is a consequence
of the logistic map. Statistical tests determine whether the sequences possess certain attributes that truly random
sequences would be likely to exhibit. Hence, any random number generator which is proposed for use in cryptographic
applications, must be subject to statistical tests. Beker and Piper [37] described one well-known statistical tests suite
which can be applied to provide a quantitative measure of randomness. This suite includes the frequency test, serial
test, poker test, runs test, and autocorrelation test. All these tests, in their various ways, measure the relative frequencies
of certain patterns of 0’s and 1’s in a section of the sequence. Once we have this measure it is up to us to decide if the
sequence is random enough to our purposes. To do this we establish statistical values corresponding to truly random
sequences and then set a pass mark. As an illustration, suppose our pass mark is 95%. This means that a given sequence
passes the test if its value lies in the range we would expect to find 95% of all truly random sequences.

4.1. Frequency test

In a randomly generated N-bit sequence we would expect approximately half the bits in the sequence to be ones and
approximately half to be zeroes. The frequency test checks that the number of ones in the sequence is not significantly
different from N/2.

4.2. Serial test

The serial test checks that the frequencies of the different transitions in a binary sequence (i.e., 11, 10, 01, and 00) are
approximately equal. This will then give us an indication as to whether or not the bits in the sequence are independent
of their predecessors.

4.3. Poker test

The poker test is a generalization of the frequency test and the serial test. Where the frequency test studies the num-
ber of occurrences of both of the 1-bit patterns, and the serial test studies the number of each of the four 2-bit patterns,
the poker test studies the number of occurrences of each of the 2l l-bit patterns, for some integer l.
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4.4. Runs test

The binary sequence is divided into blocks (runs of ones) and gaps (runs of zeroes). The runs test checks that the
number of runs of various lengths in our sequence are similar to what we would expect to find in a random sequence.
This test is only applied if the sequence has already passed the serial test in which case it is known that the number of
blocks and gaps are in acceptable limits.
Table 1
Statistical tests on the sequences faigP�1

i¼0 and fzigP�1
i¼0 with different initial states and with P = 100,000



Table 2
More statistical tests on the sequences faigP�1

i¼0 and fzigP�1
i¼0 with different initial states and with P = 100,000
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4.5. Autocorrelation test

The idea of this test is to check if there is a correlation between the bits of a given sequence and the bits of a shifted
version of the same sequence. Let fhigN�1

i¼0 be a given binary sequence of length N, then if we consider a shift of size d we
will compare the bit hi with hiþd . If there is no correlation then we would expect hi to be equal to hiþd half the time.



2566 A. Kanso, N. Smaoui / Chaos, Solitons and Fractals 40 (2009) 2557–2568
Beside these randomness tests, a well-know test on stream ciphers is the linear complexity test. Let fhig1i¼0 be a given
binary sequence. The linear complexity is the length of the shortest linear feedback shift register [2] that can generate the
sequence fhig1i¼0. The importance of this attack is based on the fact that, if a sequence has linear complexity m, then
from the knowledge of 2m successive bits of that sequence the whole sequence can be regenerated on a LFSR [2]. Thus,
a sequence intended for use in cryptographic applications must possess high linear complexity, about half the length of
the used sequence. Experimental results have demonstrated that sequences produced by the two proposed generators
achieve linear complexity similar to that of a truly random sequence. That is, about half its length �1.
Table 3
Statistical tests on the sequence fbig

P�1
i¼0 with different initial states and with P = 100,000
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The FIPS 140-1 is another well-known statistical suite [38]. It is issued by the National Institute of Standards and
Technology (NIST). This suite together with Beker and Piper’s suite have been applied to output sequences generated
by LOGMAP1 and LOGMAP2.

In the next section, some experimental results are presented to demonstrate the high linear complexity and good sta-
tistical distribution properties of sequences generated by the proposed generators.
5. Experimental results

In this section we list some results of the statistical tests described in [37] which we applied to the first 100,000 bits of
each generated sequence faig1i¼0 and fbig

1
i¼0 as described in (5) and (8), respectively. We compare these results with those

of the sequence fzig1i¼0 produced by the logistic map (3). In each of these experiments the initial values x0; x00 and the
parameters k; k0 are chosen at random, where x0; x00 2 ð0; 1Þ; and 3:99996 < k; k0 6 4. For all these tests we use
r ¼ 0:05 as the significance level. Each of these sequences is shown to possess high linear complexity similar to that
of a random sequence. The expected value of the linear complexity of a random sequence of length 100,000 is approxi-
mately 50,000. If a given sequence passes all the mentioned tests, or all the tests except 5% of the autocorrelation tests
then it is to be accepted to use as a keystream for stream ciphers applications, otherwise the sequence is to be rejected.

Several sequences faigP�1
i¼0 and fbig

P�1
i¼0 of length P = 100,000 produced by LOGMAP1 and LOGMAP2, whose initial

values x0; x00 2 ð0; 1Þ and parameters k; k0 2 ð3:99996; 4� are randomly chosen, have been put forward for testing using
the FIPS 140-1 and Beker, Piper’s suites. As a result it turned out that over 95% of these sequences passed the tests of
these suites. In comparison with the sequence fzigP�1

i¼0 it turned out that the last sequence failed a much higher number of
tests.

Tables 1–3 include some examples of these experiments. In Tables 1 and 2 we apply some of the statistical tests on
the sequences faigP�1

i¼0 and fzigP�1
i¼0 : In Table 3 we apply the same tests on the sequence fbig

P�1
i¼0 : In these tables ‘‘P’’

denotes that the sequence has passed the corresponding test and ‘‘F’’ denotes that the sequence has failed the corre-
sponding test.
6. Conclusion

In this paper, we have proposed two binary pseudorandom generators based on logistic chaotic maps for crypto-
graphic applications. The proposed generators have strong cryptographic properties such as high sensitivity to initial
values and parameters of the logistic maps together with the uncorrelation, random-like and unpredictability. Several
statistical tests have been applied on the binary sequences produced by both generators to show that over 95% of these
sequences have good statistical distribution properties and high linear complexity. These properties suggest a strong
similarity of these sequences to random sequences. Possible cryptanalysis techniques for these sequences will be the sub-
ject of future work.
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